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Abstract

With the rapid development of science, technology, and engineering, large amounts of data have been generated in many fields
in the past 20 years. In the process of medical research, data are constantly generated, and large amounts of real-world data form
a “data disaster.” Effective data analysis and mining are based on data availability and high data quality. The premise of high
data quality is the need to clean the data. Data cleaning is the process of detecting and correcting “dirty data,” which is the basis
of data analysis and management. Moreover, data cleaning is a common technology for improving data quality. However, the
current literature on real-world research provides little guidance on how to efficiently and ethically set up and perform data
cleaning. To address this issue, we proposed a data cleaning framework for real-world research, focusing on the 3 most common
types of dirty data (duplicate, missing, and outlier data), and a normal workflow for data cleaning to serve as a reference for the
application of such technologies in future studies. We also provided relevant suggestions for common problems in data cleaning.

(Interact J Med Res 2023;12:e44310) doi: 10.2196/44310
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Introduction

Randomized controlled trials (RCTs) are considered to yield
the highest-level evidence in the practice of evidence-based
medicine, representing the “gold standard” for evaluating the
safety and efficacy of drugs [1]. However, the extrapolation of
RCT results to real-world situations is limited because of strict
screening conditions, single-intervention measures, and limited
sample sizes [2]. To compensate for the shortcomings of RCTs,
Kaplan et al [3] first proposed the concept of real-world research
(RWS) in 1993. RWS focuses on using high-quality, real-world
data to generate reliable evidence regarding the effects of

medical interventions in a real-world environment to
complement the evidence generated from traditional RCTs.

The role of massive real-world data in academic and business
environments has become increasingly significant [4]. To better
understand the value of these data, data mining and analyses
are required [5]. However, real-world data from medical practice
are usually generated without the strict process controls applied
in clinical trials. For example, when data are collected from
multiple sources, such as different hospitals or hospital systems,
the rules for integration may not be identical, leading to quality
issues such as duplicate, missing, and outlier data. These “dirty
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data” are ubiquitous in RWS. Among them, the large amount
of storage space required for duplicate data affects the efficiency
of the database, and the inappropriate processing of missing
data can result in the loss of a considerable amount of potentially
useful information. Furthermore, inconsistent or incorrect outlier
data can seriously affect the results of data analyses and key
calculations, which may even provide incorrect directions for
subsequent academic research, resulting in a loss of time, effort,
and funding [6].

The China Center for Drug Evaluation issued a document titled
“Guidance on Real-World Data for Generating Real-World
Evidence (Trial)” [7] (referred to as “the guidance” in this study)
in 2021, which emphasizes that “not all real-world data can
produce real-world evidence when analyzed.” The role of data
cleaning is to process dirty data to regenerate real-world data
that can be used to form real-world evidence. A standardized
data cleaning process is critical to improving data quality. The
guidance proposes essential requirements for real-world data
governance; however, it does not outline the specific processes
and approaches for data cleaning in detail. In this study, we
outlined the current data-cleaning approaches for RWS and
proposed a normal workflow for data cleaning to serve as a
reference for applying such technologies in future studies.

Impact of Data Cleaning on Data Quality

Data cleaning is the process of identifying and solving problems,
which is crucial for the management of data quality [8]. The
lack of an effective data cleaning process may result in a
“garbage in and garbage out” scenario [8], adversely affecting
the subsequent data analysis. In contrast, an effective
data-cleaning process can transform dirty data into clean, reliable
data that reflect real-world situations, providing researchers
with more valuable information [9]. Therefore, data cleaning
plays a decisive role in improving data quality.

Categorizing Issues With Data Quality
Data quality is the degree to which the accuracy, completeness,
consistency, and timeliness of the data satisfy the expected
needs of specific users. Issues with data quality can be
categorized as either pattern-layer or instance-layer, depending
on the level at which the issues are observed. Similarly, issues
can be categorized as single-source or multi-source, depending
on the data source. Therefore, issues with data quality are
typically divided into 4 categories: single-source pattern-layer
issues, multi-source pattern-layer issues, single-source
instance-layer issues, and multi-source instance-layer issues
(Figure 1) [10].

Figure 1. Classification of data quality issues.

Causes of Data Quality Issues
Pattern-layer issues originate from deficiencies in the system
design. For single data sources, pattern-layer issues include a
lack of integrity constraints and low-end architectural design.
For multiple data sources, pattern-layer issues can also include
structural and naming conflicts among the sources. Pattern-layer
issues are not the main focus of data governance for RWS;
however, many issues in the instance layer are caused by
unresolved errors in the pattern layer.

At the instance layer, data issues mainly arise from human
errors, which is a key focus of RWS on data governance.
Common causes of data record exceptions at the single-source
instance layer include data input errors, similar or duplicate
records, and missing values. Input errors occur mostly during
the process of case recording and are common in data sources
that rely heavily on manual input, such as hospital information
system data and individual health monitoring data from mobile
devices. Similar or duplicate records may arise from operational
errors during manual data entry. However, they may also arise

when 2 cases with different levels of completeness are stored
for the same patient during the same time period. This latter
scenario is common when exporting data for different time
periods, such as from January to June and June to December
successively. Missing values may arise from technical errors
in recording or deliberate concealment on the part of the patient
(eg, refusal to provide relevant information). Alternatively,
missing values can be caused by failures in data storage or error
clearance resulting from equipment issues. In some cases, highly
sensitive data may also be difficult to obtain (eg, medical
insurance payment data).

In addition to all the problems that can arise at the instance layer
for single sources, unique multisource issues in the instance
layer include inconsistent data time and aggregation. Among
them, similar or duplicate records resulting from identifying
the same content as different objects (ie, use of different
expressions) are the main problems.
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Data cleaning can effectively address issues at the instance
layer. To improve data quality, this step should be integrated
into the processing pattern layer.

Data Cleaning

Definition of Data Cleaning
Data cleaning is a series of processes that streamline the
database to remove duplicate records and convert the remaining
information into standard-compliant data. More specifically,
data cleaning involves the preprocessing of the extracted raw
data, which includes elements such as the removal of duplicate
or redundant data, logical verification of variable values,
treatment of outliers, and processing of missing data. Thus, any
operation performed to improve data quality can be classified
as data cleaning. Data cleaning also encompasses all processes
used to detect and repair irregularities in data collection and
improve data quality. In the process of data cleaning, the
corresponding cleaning rules can be formulated, and the
data-cleaning framework and cleaning algorithms can be used
to make the data-cleaning process easier and more efficient.

The guidance suggests that real-world data can be obtained
prospectively and retrospectively, requiring data management
and governance, respectively. Data cleaning is an element of
data governance and is not required in the data management
process. Therefore, data cleaning is generally suitable for
real-world data collected retrospectively. The guidance divides
data cleaning in RWS into the processing of duplicate, outlier,
and missing data.

Basic Process for Data Cleaning
Relevant technical means, such as data mining, mathematical
statistics, or predefined cleaning rules, are used to convert dirty
data into data that meet quality requirements (Figure 2). Data
cleaning is generally divided into 4 types: manual cleaning,
machine cleaning, synchronous human-machine combined
cleaning, and asynchronous human-machine combined cleaning
[11]. The unprocessed source data are first collected directly
from the database (ie, dirty data), following which the
corresponding data cleaning rules are applied. The process can
be streamlined using an appropriate data-cleaning framework
and cleaning algorithms. Fully manual, fully automated, or
combined strategies can be used until quality requirements are
met.

Figure 2. Basic process of data cleaning.

Despite its high accuracy, manual cleaning is only suitable for
smaller data sets, given its time-consuming nature. In contrast,
machine cleaning is more suitable for processing larger data
sets since the process is completely automated. However, the
cleaning plan and program must still be developed in advance,
making later-stage maintenance difficult. In the synchronous
human-machine strategy, problems that cannot be handled by
the machine are manually addressed through an appropriate
interface. This method is advantageous because it reduces the

workload of manual cleaning while reducing the difficulty of
designing the machine cleaning strategy. In principle, the
asynchronous human–machine strategy is similar to its
synchronous counterpart; however, when problems that cannot
be handled by the machine are encountered, the issues are not
addressed in real time. Instead, a problem report is generated,
and cleaning proceeds to the next step. Thus, manual processing
occurs after cleaning and is the method currently used by most
cleaning software.

Interact J Med Res 2023 | vol. 12 | e44310 | p. 3https://www.i-jmr.org/2023/1/e44310
(page number not for citation purposes)

Guo et alINTERACTIVE JOURNAL OF MEDICAL RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Normal Workflow for Data Cleaning Depending on the task requirements, the data-cleaning workflow
can be performed differently. The general data-cleaning process
can be divided into 5 components (Figure 3).

Figure 3. Normal workflow for data cleaning.

Step 1: Back Up and Prepare the Raw Data for
Cleaning
Data collected from different sources must be combined before
further data governance and analysis can be performed.
Therefore, it is necessary to unify the data types, formats, and
key variable names in different databases before data cleaning.
In addition, the original data must be backed up and archived
before cleaning to prevent damage or loss of data during the
cleaning process. This step is also crucial in cases requiring
cleaning policy changes.

Step 2: Review the Data to Formulate Cleaning Rules
Appropriate cleaning methods (manual, machine, or combined)
should be selected according to the size of the data set. After
analyzing and summarizing the characteristics of the data source,

the proposed cleaning algorithm and corresponding cleaning
rules are formulated. Cleaning rules are divided into 3
categories: processing of missing, duplicate, and outlier data.

Step 3: Implement the Cleaning Rules
The execution of cleaning rules is the core step in the data
cleaning process, and data processing can be performed in the
following order: duplicate, missing, and outlier data (Figure 4).
However, given the differences in professional fields and
situational factors, adopting a common, unified standard for
data cleaning is difficult. In addition, there are many types of
data quality problems and complex situations, making a
generalization based on categories difficult. Therefore, the
corresponding cleaning rules must be formulated on a situational
basis.

Figure 4. Execution of data cleaning rules: an example sequence.
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Step 4: Verify and Evaluate the Quality of the Cleaned
Data
Following data cleaning, the quality of the data should be
assessed according to the cleaning report generated, and
problems that could not be addressed by the machine must be
handled manually. Evaluating the data quality will also enable
the optimization of the program and algorithm to ensure that
future processes yield data of sufficient quality. After
redesigning the program based on these observations, the
cleaning step should be repeated as needed until the
requirements for analysis have been met.

Step 5: Warehouse After Data Cleaning
Following data cleaning, a new target database should be
established for the cleaned data. While this aids in archiving
and preservation, appropriate warehousing of the data can
prevent the need for repeated cleaning work in the future.

Summary of Data Cleaning Methods for
the Instance Layer

This section describes the methodology of the data cleaning
methods, including the data sets, the 3 types of dirty data, and
the corresponding data cleaning methods.

Data Set
In this study, we used a data set from a retrospective heart failure
cohort in the Research Resource for Complex Physiologic
Signals (PhysioNet) database [12]. This heart failure cohort
retrospectively collected electronic medical records of 2008
hospitalized patients with heart failure from the Fourth People’s
Hospital of Zigong City, Sichuan Province, China, from
December 2016 to June 2019. The identification of hospitalized
patients with heart failure was based on the International
Classification of Diseases-9 code. Furthermore, the diagnostic
criteria followed the 2016 European Society of Cardiology Heart
Failure Diagnosis and Treatment Guidelines. The partial
information contained in the data set is presented in Figure S1
in Multimedia Appendix 1, with 167 variables (n=167),
including 2008 records (N=2008), and saved as a CSV file.

To provide a more intuitive demonstration of the results in the
following examples, we added 30 records as “duplicate data”

in the heart failure data set and manually adjusted the “systolic
blood pressure” values in 11 records as “abnormal data.”
According to the admission way (column E), patients with heart
failure were divided into 2 groups: the emergency and
nonemergency groups, and the urea values (column BO) were
analyzed and compared between these 2 groups. There are
“missing data” in the urea values of the 2 groups (Figure S2 in
Multimedia Appendix 1):

Processing of Duplicate Data
Methods for detecting duplicate data can be divided into
record-based and field-based methods. Record-based duplicate
detection algorithms include the N-grams, sorted-neighborhood
method (SNM), clustering, and most probable number (MPN)
algorithms [13-15]. Field-based repeat detection algorithms
include the cosine similarity function [16] and Levenshtein
distance algorithms [17]. The main processes involved in
duplicate data cleaning are as follows:

Step 1: Analyze the attribute segments of the source database,
limit the key search values of the attributes (eg, name, patient
ID, and date of treatment), and sort the data in the source
database from the bottom to the top or top to bottom according
to the key search values.

Step 2: Scan all data records according to the order of
arrangement, compare the adjacent data, and calculate the
similarity of the matching data records. The duplicate data
retrieval code for the sample data set is presented in Figure S3
in Multimedia Appendix 1.

Step 3: Deduplicate or merge the duplicate data. When the
similarity value of adjacent data is higher than the threshold
defined by the system, the continuous data records are identified
as similar or duplicate data. The duplicate data retrieval results
of the sample data set are presented in Figure S4 in Multimedia
Appendix 1. These data should be deduplicated or merged.
Similarly, when the similarity value is below the threshold
defined by the system, scanning should be continued, and steps
2 and 3 should be repeated as necessary.

Step 4: After testing all data records, generate a report and
archive the data before and after it. The workflow for cleaning
duplicate data is shown in Figure 5.
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Figure 5. Cleaning workflow for duplicate data.

Processing of Missing Data
While deletion is initially considered for missing values, this
only applies if the data set is large, and the proportion of missing
data is not large. If the amount of data is not sufficiently large,
directly deleting missing values will lead to data loss, resulting
in the deletion of many useful statistics. Feasible methods for
addressing missing values include using missing-value
imputation technology for repair. Commonly used methods for
imputation include mean imputation, mode imputation,
minimum imputation, regression imputation, and maximum
likelihood estimation [18-21], and using a Bayesian or decision
tree classifier [22] to model the missing value imputation as a
classification problem. The main processes involved in cleaning
missing data are as follows:

Step 1: Perform parameter estimation for missing values in the
source data and select the deletion method or imputation method
according to the proportion of missing values. The missing data
retrieval code for the sample data set is presented in Figure S5
in Multimedia Appendix 1.

Step 2: Fill in the missing data according to the data-filling
algorithm. The missing data retrieval and interpolation results
of the sample data set are presented in Figure S6 in Multimedia
Appendix 1. For the convenience of demonstration, the mean
interpolation method was chosen, and specific problems should
be analyzed in practical application.

Step 3: Output and archive the complete data. The workflow
for cleaning missing data is shown in Figure 6.

Figure 6. Cleaning workflow for missing data.

Processing of Outlier Data
An outlier is a value that does not conform to attribute
semantics. There are 2 methods for handling outlier data:
deletion and replacement. However, the appropriate methods
should be selected based on the nature of the data. If the nature
of the outlier data is unsuitable for replacement, such as age
data, outlier analysis can be used to detect and delete outliers.
Outlier detection algorithms mainly include cluster-based,
statistical model-based, density-based, and proximity-based

algorithms [23]. If the nature of the abnormal data is suitable
for replacement, the regression method or mean smoothing
method can be used to replace the abnormal values. The
regression method is applicable to data conforming to a linear
trend, while the mean smoothing method is more effective in
cleaning data with sinusoidal time-series characteristics [24].
The main processes involved in cleaning outlier data are as
follows:
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Step 1: Convert the source data into the data format required
for detection and conduct data preprocessing. The exception
data retrieval code for the sample data set is presented in Figure
S7 in Multimedia Appendix 1.

Step 2: Perform outlier detection on the data after preprocessing.
The abnormal data retrieval results of the sample data set are
presented in Figures S8 and S9 in Multimedia Appendix 1. If
the nature of the outlier data is not suitable for replacement,

delete the outliers. If the nature of the outlier data is suitable
for replacement, use the regression or mean smoothing method
to replace the outliers. Often, the repaired data can lead to new
data exceptions, making it necessary to repeat steps 1 and 2
until the requirements are met.

Step 3: Restore the repaired data to its original format and
perform archiving. The workflow for cleaning outlier data is
shown in Figure 7.

Figure 7. Cleaning workflow for outlier data.

Data Cleaning Tools

Oni et al [25] reported 4 tools commonly used in the data
cleaning industry: Data Wrangler, OpenRefine, Python, and R.
They explained that these tools are the most popular tools for

data cleaning in RWS. OpenRefine, R, and Python are all
open-source tools, making them easy to access and use. Data
Wrangler is a commercial tool, but there is a community version
that efficiently cleans up data. The characteristics of these tools
are described below and presented in Table 1.

Table 1. Comparison of Data Wrangler, Python, R, and OpenRefine.

OpenRefineRPythonData WranglerCriteria

Excel, CSV, TSVa, XML,

JSON, and RDFb

AllAllExcel, CSV, and textImport format

Data size and data formatUser programming skill lev-
el

User programming skill lev-
el

Data size and user choiceFactors affecting the perfor-
mance time

Excel, TSV, CSV, and

HTML table

Any formatAny formatCSV, JSON, and TDEcOutput format

Basic or intermediate levelAdvanced levelAdvanced levelBasic levelSkill level

AllAllAllWindows and MacRunning platform

Depends on the specific data
quality issues (eg, missing
values)

Depends on the user’s pro-
gramming skill level

Depends on the user’s pro-
gramming skill level

Depends on the specific data
quality issues (eg, missing
values)

Accuracy

No, but

code is available

YesYesNoPossibility to

embedded

Up to 5000 recordsBig dataBig dataBig dataData set processing scale

YesNoNoYesGraphic user interface

aTSV: tab separated value.
bRDF: resource description framework.
cTDE: tableau data extract.

Data Wrangler
Data Wrangler is a web-based data cleaning and reorganization
project developed by Stanford University [26]. It is a web-based
data cleaning tool, mainly used to remove invalid data and
organize data into user-required formats. Several data collations
can be done in Data Wrangler with a simple click. It also lists
the history of data modifications, making it extremely
convenient for users to view past modifications and undo a

modification operation. Data Wrangler can process data in 2
ways: users can either paste the data into its web interface or
use the web interface to export any data operations to Python
code and process them.

Advantages of Data Wrangler are that it has column and grid
views, uses natural language to describe transformations,
supports data visualization and every step of data cleaning, and
supports large-scale editing. Disadvantages are that the free
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version of Data Wrangler provides only limited functionality
and consumes a large amount of memory.

Python
Python is a concise, easy-to-read, and extensible data-cleaning
tool [27]. Currently, Numpy and PANDAS (Python Data
Analysis Library) are the most used mainstream modules in
Python for data cleaning. The PANDAS module is mainly used
for data analysis, of which data cleaning is a part. The Numpy
module has a powerful N-dimensional array object, and
vectorization operations make data processing efficient and
helpful in cleaning large data sets.

Advantages of Python are that it is easy to embed into other
tools and applications, and users can customize solutions based
on their needs. Disadvantages are that it requires users to have
advanced programming skills, learn how to use many modules
in Python, and understand the required steps during the cleaning
process in advance, making it difficult to implement.

R
R is the language and operating environment used for statistical
calculations, data analysis, and graphics [28]. R is a free,
open-source software belonging to the GNU’s Not Unix (GNU)
system. It can provide some integrated statistical tools. More
importantly, it can provide various mathematical and statistical
calculation functions, allowing users to flexibly analyze data
and create new statistical calculation methods that meet their
needs. R has a set of tools that can effectively and
comprehensively clean data. The R environment can read data
in multiple formats and process these files. R provides sufficient
visualization tools. During the cleaning process, visualization
of data at each stage is useful.

Advantages of R are that it supports the visualization of data
and each step of data cleaning, making it more suitable for
analyzing statistical data. Disadvantages of R are that it is not
a good choice for projects outside data science. Users must
understand the required steps during the cleaning process in
advance, making it difficult to implement.

OpenRefine
OpenRefine is a web-based ,independent, open-source
application with various functions such as data portrait, cleaning,
and conversion [29]. It can perform visual manipulations on
data. It is similar to traditional Microsoft Excel software.
However, it works like a database, as it does not deal with
individual cells but rather with columns and fields. OpenRefine,
formerly known as Google Refine, is a tool for cleaning,
reshaping, and editing bulk, unstructured, and cluttered data.
OpenRefine is a desktop application that opens as a local web
server in a browser. Since it is an open-source project, its code
can be reused in other projects. OpenRefine performs cleanup
tasks by filtering and faceting, and then converts the data into
a more structured format.

Advantages of OpenRefine are that it is a desktop application
that does not require networking, making data sets more difficult
to tamper with and relatively secure. It can be easily operated
and has powerful functions for converting data. Users can use
its facet function to filter data into subsets. Disadvantages

include a limit of 5000 records, making OpenRefine not suitable
for processing large data sets. It assumes that data is organized
in a tabular format with limited operations and an unfriendly
user interface. In addition, Google has removed support for the
tool.

Documentation and Reporting

The Guidelines for Real-World Evidence to Support Drug
Research and Development and Review (Trial) of the National
Medical Products Administration of China (No 1 of 2020)
stipulated that “transparency and reproducibility of evidence”
should be achieved in the process of translating real-world data
into real-world evidence, noting that proper documentation
retention is the basis for ensuring transparency and
reproducibility. We recommend that the data cleaning plan be
stipulated in the RWS data governance plan, which should
include personnel requirements, previous expectations for
screening suspicious data, diagnostic procedures for identifying
errors in the source data, cleaning tools, and decision rules to
be applied in the cleaning phase.

Additionally, appropriate documentation should be provided at
each of the following points: (1) precleaning (the raw data
stage); (2) cleaning operation (during this stage, documentation
should include differential markers of suspicious feature types,
diagnostic information related to the type of dirty data,
application algorithms and operational steps for data editing,
and corresponding cleaning reports generated after cleaning is
complete; simultaneously, the modification date must be marked
for each operation, and the information of the relevant personnel
involved in the modification must be saved); (3) the retention
stage (after cleaning the data).

Recommendations for Data Cleaning

Most research projects do not formulate data-cleaning plans in
advance. Analyses performed without complete cleaning of the
dirty data will lead to biased results, and identifying the causes
of any deviations from scratch will further delay the progress
of the work. As the diversity of data sources increases the
difficulty and workload of data cleaning, we recommend the
following strategy.

First, formulate the cleaning plan in advance. As mentioned
above, the results of statistical analyses are closely related to
the cleanliness of the data. Data cleaning plans should be
formulated in advance to ensure sufficient time and technical
guidance for data cleaning.

Second, cultivate medical and computer talent. While analyzing
real-world data, many medical researchers find that they do not
understand computer programming. Conversely, many computer
programmers do not have much medical expertise, resulting in
poor communication between the two sides and affecting the
development of data-cleaning strategies. Therefore, it is
necessary to cultivate a group with compound talents who
understand both medical statistics and computer applications.

Third, strengthen the computer skills training required for data
cleaning. Hospitals and data companies should work together
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to organize and implement skills training for data cleaning in a
timely manner. In addition, medical researchers and computer
programmers should participate simultaneously to acquire
professional knowledge from each other. Machine-based and
manual methods can be selected to improve work efficiency
when adopting combined human-machine cleaning strategies.

Fourth, establish a unified data governance and management
platform. Researchers should fully use modern technical means
to realize the collection, review, governance, and management
of RWS data. Moreover, project researchers should perform
unified management and maintenance of platform data.

Conclusions

Real-world data are large-scale with low value density. The
data source yields dirty data, plagued by issues such as
duplication, missing values, and outliers owing to various
reasons. Analyses based on such data can severely reduce the
efficiency of data use and negatively affect the quality of
decision-making. Data cleaning technology can improve data
quality and provides more accurate and realistic target data than
the source data, which can then be used to support data
consumers in making appropriate decisions. The data cleaning
principles and workflows discussed in this study may aid in
developing standardized methods for data cleaning in RWS.
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